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1. Task Introduction

Depth-aware Video Panoptic Segmentation (DVPS):

1). Taking raw videos as input.

2). Predicting instance-level temporal-consistent segmentation results.

3). Predicting depth results for every pixel.

4). A complex and holistic scene understanding task.

ICCV-2021 SemKITTI-DVPS 
Challenge. PolyphonicFormer is 

the WINNER.

3. Method 4. Experiments

2. Background and Motivation 

Previous Work on DVPS:
1). Complex.
2). Computationally heavy.
3). Ignore relationship between 
geometry and semantics.
4). Task competition.

PolyphonicFormer (Ours)
1). Simple Pipeline.✅
2). Unified and Efficient. ✅
3). Jointly predicting geometry 
and semantics. ✅
4). Mutual benefit.✅
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K-Net (NeurIPS ‘21)
Unified Query Learning 

for Segmentation

ViP-Deeplab (CVPR ‘21)
Dense Head for Depth 

Estimation

Though progress has been made in segmentation with query 
learning, the recent works on depth estimation still uses dense head
like the first depth estimation method with deep learning in 2014.

Our target is to build a UNFIED framework to JOINTLY predict 
geometry and semantics for holistic scene understanding.
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1). Joint depth and segmentation prediction.

Panoptic Segmentation: (with query learning)

One Query -> One Thing / Stuff
Bipartite Matching for calculating training loss.

Depth Estimation: (with query learning)

One Query -> Depth Map of Thing / Stuff
Cal Training Loss using Panoptic Bipartite 
Matching Results

Summary : Instance-level Depth Estimation Paradigm with Query 
Learning for implicitly leveraging semantic information.

2). Unified framework for mutual benefit.

We adopt query learning between the two paths for mutual benefit.

3). Query Modeling for encoding object information. 

We iteratively update the object queries for both panoptic 
and depth paths to extract instance-level information.

4). Tracking Head for temporal alignment.

We perform tracking beyond the 
learned object queries.

Results on Cityscapes-DVPS and SemKITTI-DVPS (DVPQ).
Our method achieves better results with about ¼ computational cost.

Results on Cityscapes-VPS. (VPQ)
Our method also outperforms some 

other works on VPS.

Unified framework is good for mutual benefit and robust to loss 
weight choices between sub-tasks rather than mutual competition.

Iteratively query updating 
instance-level information.

PolyphonicFormer is capable of tracking with 
different appearance-based tracking heads.

Instance-level Depth 
Estimation for leveraging 

semantic information.

The output of the Depth-aware 
Video Panoptic Segmentation 

with PolyphonicFormer.


